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Measurements of the cortical metabolic rate of glucose oxidation
[CMRglc(ox)] have provided a number of interesting and, in some
cases, surprising observations. One is the decline in CMRglc(ox)

during anesthesia and non-rapid eye movement (NREM) sleep,
and another, the inverse relationship between the resting-state
CMRglc(ox) and the transient following input from the thalamus.
The recent establishment of a quantitative relationship between
synaptic and action potential activity on the one hand and CMRglc(ox)
on the other allows neural network models of such activity to
probe for possible mechanistic explanations of these phenomena.
We have carried out such investigations using cortical models con-
sisting of networks of modules with excitatory and inhibitory neu-
rons, each receiving excitatory inputs from outside the network in
addition to intermodular connections. Modules may be taken as
regions of cortical interest, the inputs from outside the network as
arising from the thalamus, and the intermodular connections
as long associational fibers. The model shows that the impulse
frequency of different modules can differ from each other by less
than 10%, consistent with the relatively uniform CMRglc(ox) ob-
served across different regions of cortex. The model also shows
that, if correlations of the average impulse rate between different
modules decreases, there is a concomitant decrease in the average
impulse rate in the modules, consistent with the observed drop in
CMRglc(ox) in NREM sleep and under anesthesia. The model also
explains why a transient thalamic input to sensory cortex gives
rise to responses with amplitudes inversely dependent on the rest-
ing-state frequency, and therefore resting-state CMRglc(ox).

cortical networks | resting-state networks | impulse firing | cortical
energetic

Classical measures of cortical activity, using cortical metabolic
rate of glucose oxidation [CMRglc(ox)], give results that are

yet to be related in a mechanistic way with the underlying cortical
excitability. There is a strict quantitative relationship between
impulse and synaptic potential activity and CMRglc(ox) necessary
to maintain this activity (1). The recent establishment of this
relationship allows for an inquiry into how cortical excitability
might give rise to observed changes in CMRglc(ox) in a number of
different physiological conditions.
Variation in impulse activity between modules in some net-

works would be expected to reflect the observed variation in
CMRglc(ox). Maximal reported differences of about 32% have
been reported between different regions of cortex (2–4), but
most cortical regions show much lower variations than this (3).
The differences that do exist are not due to variations in thick-
ness of cortex under consideration, nor to differences in the
density of neurons (3). However, the differences may reflect that
differences in the extent of cortico-cortical associational fiber
connections for these are highest in posterior medial and pa-
rietal cortex (5), which have a relatively high oxidative demand
(CMRO2) and CMRglc(ox) in the brain (see supplementary figure
5 in ref. 3). The question then arises as to whether it is possible
that a quantitative relationship exists between the level of action
potential and synaptic activity in a cortical area and the extent to
which this area receives associational fiber connections.

Correlations of signals between brain areas of subjects in the
resting state have been taken to characterize resting-state func-
tional networks (6), with the correlations probably mediated in
many cases by synapses formed by associational fiber axons
(7, 8). During sleep and anesthesia, some of these correlations
are lost, indicating changes in synaptic transmission mediated
by these fibers (9, 10). As there is concomitantly a significant
decrease in CMRglc(ox) and hence the average impulse frequency
in these areas (1), the question arises as to whether the decrease
in CMRglc(ox) is due to a loss in average impulse frequency
contingent on the loss of correlations. The cortical model pre-
sented here shows quantitatively that this is the case.
If the average resting-state CMRO2 is altered using anesthetics,

then the changes in CMRO2 (ΔCMRO2) following forepaw
stimulation in the rat are significantly smaller the higher the
average resting-state CMRO2 before stimulation (11, 12). Similar
relationships are observed if impulse firing is measured rather
than CMRO2 (11, 12). Also, the ΔCMRO2 spreads over a much
larger area of cortex during the higher resting-state CMRO2.
Thus, for higher resting-state CMRO2, the ΔCMRO2 spreads
over S1 and S2 somatosensory cortex and M1 and M2 motor
regions as well as some lateral regions of the hippocampus and
some secondary areas of the visual and auditory cortex. In con-
trast, at lower resting-state CMRO2, when ΔCMRO2 is compar-
atively large, it remains localized to the contralateral S1 and to
an extent in S2 and M1 with no significant activation elsewhere
(ref. 11; see also ref. 13). Even in awake primates, finger pad
stimulation gives rise to a greater cortical spread of activation
compared with anesthetized animals (14). Larger evoked signals
are also recorded from cats and human visual cortex, with a clear
quantitative inverse dependence of ΔCMRO2 to a visual stimulus
on the average resting-state CMRO2 in this cortex: a 50% change
in resting-state CMRO2 gives a 60% change in ΔCMRO2 (15). In
addition, humans show both ΔCMRO2 and change in cerebral
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blood flow, in response to a visual signal, that are inversely de-
pendent on average resting-state values (16). As an inverse re-
lationship of evoked impulse firing on resting-state firing is
reproduced in our cortical model, it provides an opportunity to
seek out a plausible mechanistic basis of how it arises.
Although recent models of resting-state brain activity have

used large-scale networks of cortico-cortical anatomical con-
nectivity to analyze resting-state cortical activity (17–20), it is
very useful to explore phenomenological models of lower com-
plexity, for they allow insights concerning the important mech-
anisms that are active in the generation and dynamics of cortical
activity (21). We have used such models, described in Materials
and Methods and illustrated in Fig. 1, to provide plausible
answers to the questions raised above concerning the relation-
ships between CMRglc(ox) and cortical impulse activity.

Results
Cortical Networks. We have studied impulse activity in a number
of networks, each consisting of different numbers of modules,
with these containing a hundred neurons, 75% excitatory and
25% inhibitory, having different extents of synaptic connections
both within and in the associational synaptic connections be-
tween modules (for details of this connectivity, see Materials and
Methods, Cortical Models). The neurons within any module also
receive synaptic connections external to the network represent-
ing, for instance, the intralaminar thalamic input. In addition,
another input to the network may make synaptic connections in
relation to the synapses formed by the intermodular associa-
tional connections whose efficacy they modify, as well as making
synapses on neurons within modules of the network; this module
may then represent, for instance, the basal nucleus. To simplify
this network for computational purposes, the inputs external to
the networks have been grouped and the control of the synaptic
efficacy of the intermodular associational connections changed
according to requirements rather than arising from the intrinsic
workings of the basal nucleus/thalamus module in Fig. 1A. The
projections within these modular networks are illustrated here by
two networks with different levels of intermodular connectivity,
designated network I (NI) and network II (NII), given in Fig. 1 B
and C, respectively, from which the external modules have been
removed for clarity. NI consists of eight modules (one in iso-
lation for comparison with the rest), with each of these receiving
between a single associational input from another module
(modules 2 and 8), or inputs from two to three modules (module 6),
with most (63%) of these inputs synapsing on excitatory neurons
within modules, the rest on inhibitory neurons (Fig. 1B). In contrast
to NI, NII (Fig. 1C) consists of seven modules, all of which receive
two to eight associational synapses onto excitatory neurons and
from zero to two associational synapses onto inhibitory neurons. NI
and NII have been chosen from a large number of modular net-
works we have investigated, as they best illustrate principles that
emerge from a study of small networks.

Associational Synaptic Connectivity and the Resting-State Impulse
Frequency. The variation in the extent of CMRglc(ox), for net-
works NI and NII, in different regions of the cortex, due to
differences in the resting-state impulse activity among the
regions, is reflected in Fig. 2A. The impulse frequency in each of
the modules in NI and NII in the resting state, that is when there
is no enhanced transient input from the thalamic module to
a specific network module (see below), can vary over threefold
between modules, depending on their associational synaptic
connections. For instance, in NI, modules 3, 4, and 6 each re-
ceive at least one associational input onto excitatory neurons,
and one onto inhibitory neurons (Fig. 1B) and fire above the
frequency of 18 Hz, averaged over all neurons in all modules. In
contrast, modules 2 and 7 each receive an associational input
that synapses only on an inhibitory neuron (Fig. 1B) and so

maintain a relatively low average resting-state frequency of 8 Hz
(Fig. 2A), much the same as module 1, which lacks any associ-
ational inputs (Figs. 1B and 2A). Module 8 receives only a single
associational input onto an excitatory neuron and therefore fires
at an intermediate resting-state frequency of about 15 Hz on
average. On the other hand, NII, shown in Fig. 1C, possesses
modules all of which receive at least two associational synaptic
connections onto excitatory neurons and most of the other
modules two or more associated synaptic connections onto in-
hibitory neurons. Because of this pattern of associational con-
nectivity, the individual modules do not vary greatly in their
resting-state frequency, only over a range from about 12 to 19 Hz
on average (Fig. 2A). On the other hand, a much more uniform
resting-state frequency can be engineered if the modules receive
precisely the same number of associational connections. Fig. 2B
shows that increasing the extent and uniformity of excitatory
connections between modules increases the uniformity of im-
pulse frequency in the modules. The network considered here
consisted of excitatory connections between seven modules with
each pair of modules possessing three efferent and three afferent
excitatory connections (that is, three excitatory-to-excitatory
connections in each direction between adjacent pairs of modules,
making 42 in all). In this case, the mean frequency of impulses in
each of the modules averages 20.0 ± 1.6, so the SD is only 8% of

Fig. 1. Cortical network. (A) The basic model used in the present work.
Shown are two modules (regions of interest, ROI1 and ROI2), represented by
ellipses containing pools of excitatory neurons (red triangles) and inhibitory
neurons (green circles), synaptically connected within and between pools
(black arrows). The associational axons between ROI1 and ROI2 originate and
end on single neurons and are either excitatory to excitatory (red arrows) or
excitatory to inhibitory (green arrows). The input from the basal nucleus and
thalamus is also excitatory; computationally, this input is represented by
a Poisson train of impulses, the strength and frequency of which can be
varied. (B) Intermodular connections in an eight-modular network (NI). The
bold line within each module indicates separation of excitatory and in-
hibitory neurons within the module with all associational fibers between the
modules forming excitatory synapses, primarily on excitatory neurons within
the modules but not exclusively so. (C) Intermodular connections in a seven-
modular network (NII). The connectivity due to the associational axons fol-
lows the criteria described in A above. NII may be taken to represent the
default-mode network (DMN). In this case, the modules may be identified
as follows: 1, rLTC; 2, rIPL; 3, lIPL; 4, PCC; 5, dMPFC; 6, vMPFC; 7, lLTC. The
number and diversity of the associational fibers were chosen so as to reflect
the reported weight of such connections between the modules of the DMN
(see ref. 50, their figure 8 and associated table; also figure 4 A and 4C in ref.
51). Abbreviations are as follows: dMPFC and vMPFC, dorsal and ventral
medial prefrontal cortex, respectively; PCC, posterior cingulate cortex; rIPL
and lIPL, right and left inferior parietal lobe, respectively; and rLTC and lLTC,
right and left lateral temporal cortex, respectively (from figure 8 in ref. 50).

Bennett et al. PNAS | March 31, 2015 | vol. 112 | no. 13 | 4135

N
EU

RO
SC

IE
N
CE

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 N
ov

em
be

r 
24

, 2
02

1 



www.manaraa.com

the mean (Fig. 2B). It should be noted that the frequency
decreases or increases with a decrease or increase in the Poisson
input to all of the modules (Fig. S1C). These networks illustrate
that it is not the density of associational connections that de-
termine the impulse frequency of modules, and hence their
CMRglc(ox), but the pattern of the excitatory and inhibitory as-
sociational synaptic connections.

Loss of Correlated Impulse Firing Between Modules Accompanies Loss
of Impulse Firing Within Modules. Correlated activity between
regions of cortex can be modeled by networks such as NI and NII
(Fig. 1 B and C). The NII can be used to model the default-mode
network (DMN) (22) correlations both in awake and the changes
that occur in non-rapid eye movement (NREM) sleep (for
details of how the changes in correlations were carried out, see
SI Results and Fig. S2). The loss of correlated activity between
certain regions of the cortex in sleep and anesthesia is accom-
panied by CMRglc(ox) decreases of about 40% in these regions
(1). The question arises as to what the relation is between the
loss of correlations between regions, and that of impulse activity
in these regions. In NII (the DMN), the average impulse firing
drops in the modules as correlations are lost, as shown in Fig. 3.
The decrease of the impulse rate in each of the seven modules of
Fig. 1C is plotted in Fig. 3A. This shows an early decline as
modules 1 and 7 are separated from modules 2–6 (with 1 and 7
either still connected or split from each other), and then an
additional decline as modules 2–4 are separated from modules
5 and 6 (either with 1 and 7 still connected or split from each other).
Fig. 3B shows the percentage decline of the average impulse
frequency in each of the modules in these circumstances. The
average decline across all modules is 38%, giving an expected
decline in CMRglc(ox) of 38%, close to that of the observed ex-
perimental value of 40%. If, on the other hand, all of the cor-
relations between the modules are gradually and uniformly
decreased, then there is a gradual decrease in the average im-
pulse frequency in each module, and hence in CMRglc(ox), until
on average they decline about 50% (Fig. S3). However, none of
these considerations take into account the possible loss of ac-
tivity in the modules due to the decrease in their direct Poisson
input with sleep and anesthesia, independent of a loss of corre-
lated activity (for further discussion, see SI Results and Fig. S1C).

Short Transient Periods of Increased Impulse Firing in a Module, Due
to Input from Outside the Network, Give Rise to Enhanced Rates of
Firing Dependent on the Rate of the Resting-State Impulse Frequency.
It has been repeatedly emphasized that the enhanced impulse
frequency in a sensory cortical area, due to a specific increase in
thalamic input, is increased if the resting-state background firing
in the module is decreased by, for example, a general anesthetic
(for a review, see ref. 23). We sought to examine the possible
origins of this phenomenon in NI, which possesses modules with
large differences in their resting-state frequencies. In particular,
what is the possible mechanism responsible for the inverse re-
lationship between the amplitude of the enhanced impulse fre-
quency in a sensory cortical area due to a transient increase in
thalamic input and the extent of the resting-state impulse ac-
tivity? To examine this, we first showed that graded increases in
the average frequency of the Poisson input to modules gave
graded increases in the average firing rate in the module,
whether the module was isolated or part of a network (Fig. 4 A
and B). Next, the effect of 20-s transient increases in the Poisson
input to an isolated module was determined. Finally, the effects
of 20-s transient increases in the Poisson input to modules in-
tegrated in a network were determined. This showed that the
transient increase in frequency elicited in a particular module
was inversely proportional to the resting-state frequency of the
module, with a gradient of −0.45 (Fig. 4B). This is similar to the
experimental observations showing an inverse relationship be-
tween ΔCMRglc(ox) in response to a thalamic input in either vi-
sual or somatosensory cortex and the resting-state baseline
CMRglc(ox) (Fig. 4D) (11, 15). The regression line relating these
had a gradient of −0.6, similar to the value above. [It might be
noted that the same experimental gradient exists if the increase
in frequency and the resting-state frequency are measured di-
rectly (12) instead of ΔCMRglc(ox) and CMRglc(ox).] The inverse
relationship held even for relatively small transient thalamic
inputs (Fig. 4C) and could be determined by the internal dy-
namics of firing in individual modules (SI Results).

Fig. 2. (A) Mean frequency of impulses in the resting state within each
module (1–8) for NI (circles) and the NII (crosses). (B) Mean frequency of
impulses in the resting state within each module of a seven-module network
in which there is uniform excitatory connections between the modules.

Fig. 3. (A) Changes in the impulse frequency in each of the seven modules
of NII and (B) the percentage decrease in this frequency with progressive loss
of correlated activity between the modules. This was effected by first iso-
lating modules 1 and 7 [taken as the default-mode network (DMN) (lLTC and
rLTC) from the network of modules 2–6 (rIPL, lIPL, PCC, dMPFC, vMPFC; Fig.
S2] providing the first decline in frequency in all modules (dark blue, intact
network; blue, split 1 and 7 from rest of the network and from each other;
green, split 1 and 7 from network but leave them connected). Then modules
2–4 were isolated from modules 5–6, giving the final decline in frequency
(orange, split 2 and 4 from 5 and 6 with 1 and 7 split; brown, split 2–4 from
5 and 6, with 1 and 7 still connected). Note in B that this last decline in
correlation reduces the average frequency of impulses by 37 ± 14% in
modules 2–4 and 33 ± 9% in modules 5–6 with an average overall decrease
in impulse frequency over all modules of 38 ± 11%. Abbreviations are de-
fined in the legend to Fig. 1C.
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Discussion
Variations of Impulse Frequency over Modules and of CMRglc(ox) over
Cortex. Resting-state functional networks are constrained by
structural connections (24). Patterns of functional connectivity,
that is patterns of correlations of neural activity, can share
common structural motifs (25), with a network core and distri-
bution of “cliques” (26). It has been claimed that network cores
tend to have high levels of CMRglc(ox), suggesting that a causal
relationship might exist between the regions of high associational
synaptic connectivity, taken as network cores, and the average
impulse activity. We found typically a variation of up to 30% in
average impulse activity and therefore in CMRglc(ox) between
modules in a network that received at least one excitatory as-
sociational fiber input, although for those that did not receive
such an input the variation rose to threefold. Without further
extensive investigation, it is not clear what the relative con-
tributions are of the density of innervation of the modules on the
one hand and the pattern of innervation distributed between ex-
citation and inhibition on the other to the activity of the modules.

Correlated Impulse Fluctuations over Modules During Sleep. During
NREM sleep, there is a fall in correlated activity between some
areas constituting the DMN and an increase in others (27, 28).
The greatest decline, of over 70%, occurs between the medial
prefrontal cortex (MPFC) and the posterior cingulate cortex

(PCC) and also between the MPFC and the right inferior pari-
etal lobule (IPL); on the other hand, there is an increase of over
70% in the correlated activity between the PCC and the left IPL
(see table 2 in ref. 29 and also ref. 30). In the present work, the
DMN was modeled using NII, and in this case the modules
representing the MPFC correlations with both the PCC and IPL
module representations were forced to zero by disconnecting the
appropriate associational fibers resulting in the correlations be-
tween PCC and left IPL increasing (Fig. S3), as is observed. This
reflects the fact that NREM sleep is accompanied by fewer
long-range effective associational connections with increased
“cliqueness” of local connections (that is, there is a clustering of
local “submodules”) (27, 28, 31).

Loss of Average Resting-State Impulse Frequency over Modules
During Sleep and Anesthesia. Given that during sleep many cor-
relations are lost, indicating a fall of functional associational
connectivity that has been argued is due to a loss of effective
associational connections, then there should be a significant
decrease in impulse activity in individual modules, accompanied
by a decrease in CMRglc(ox) in these modules. This is observed
for there is a global drop in CMRglc(ox) in NREM sleep com-
pared with awake of 36%, with differences in different parts of
the brain of 31–38%. The global drop in impulse activity was
38% for NII (taken to represent the DMN), varying between
modules from 24% to 52%, when correlations between MPFC
and both the PCC and IPL were forced to zero. The model
predicts a 38% drop, similar to the observed drop of 36% in
CMRglc(ox). It has been claimed, however, that “decoupling of
frontal and parietal regions during deep sleep is not simply due
to reduced frontal activity given that the amplitude of the fluc-
tuations within that region remained unchanged” (table 4 in ref.
10). However, table 4 in ref. 10 shows reductions in the rms value
of the fluctuations of 23% for MPFC and 10% for IPL with a rise
of 32% in PCC, indicating that there are significant decreases in
blood oxygen level-dependent fluctuations in some areas, pre-
sumably reflecting decreases in the SD of the impulse fluctua-
tions in turn reflecting decreases in average impulse frequency
and so in CMRglc(ox).
During quiet wakefulness, transcranial magnetic stimulation of

the premotor area leads to an initial electrical response there,
followed by a sequence of waves that propagate to other areas of
the cortex with which the premotor area has long associational
connections. This is in contrast to NREM sleep or anesthesia
when the electrical response at the premotor site of stimulation
is strong but does not propagate to other sites (29, 30), perhaps
due to reduction in the effective connections of cortical areas/
modules (32).
Propofol anesthesia similarly reduces functional connectivity

(33, 34). For example, the functional connectivity of the MPFC is
reduced in the DMN from 0.6 to 0.1 and that of the PCC from
0.6 to 0.3. These decreases are accompanied by decreases in
CMRglc(ox) of about 50–60% in different areas of cortex (35), as
expected from the relationship between decreases in impulse
activity in different modules and their loss of functional con-
nectivity (Fig. 3).

Relation Between Average Resting-State Impulse Frequency and
Evoked Increases in Impulse Frequency. An inverse relationship
exists between the amplitude of signals in a sensory area of
cortex in response to a transient increase in thalamic input and
that of the resting-state activity in that area, whether these are
measured in terms of impulse activity or CMRO2 (11, 15, 16). It
arises because of the additional impulse activity from the thala-
mus failing to give an increase in activity if this addition occurs
during ongoing resting-state activity: if the latter increases, thus
the former decreases (SI Results). It is notable that the same
inverse relation does not occur if there is just an increase in

Fig. 4. (A) Impulse responses of an isolated module (no associational con-
nections) to different frequencies of thalamic stimulation. There is a linear
relation between the thalamic frequency of impulses to a module and the
response of the module. (B) Increment in impulse frequency of each module
in NI with all associational connections present, when the thalamic input
frequency increases by the same relatively large amount to that module
only. The results for each of the eight modules in NI are given, for which the
resting-state base frequency varies as given in the abscissa from 8 to 24 Hz.
Note that the increment in frequency of impulses in each module declines
(from 35 to 26 Hz) with increase in the resting-state frequency of impulses in
the module. The gradient of the regression line is −0.45. (C) Increment in
impulse frequency of each module in NI (see Fig. 1B with all associational
connections present, when the thalamic input frequency increases by the
same relatively small amount to that module only). The results for each of
the eight modules in the NI are given, for which the resting-state base fre-
quency varies as given in the abscissa from 8 to 24 Hz. Note that the in-
crement in frequency of impulses in each module declines (from 4.8 to
2.3 Hz) with the increase in the resting-state frequency of impulses in the
module. The gradient of the regression line is −0.1. (D) Increment in CMRglc(ox)
of visual cortex measured in cats following a visual stimulus when the cortex
possesses different resting states. The regression line through the experi-
mental points has a gradient of −0.6, similar to the theoretical gradient in B
(15). A similar gradient relates incremental changes in impulse firing to
baseline impulse firing in the rat somatosensory cortex following a tactile
stimulus (11).
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resting-state activity that arises from the intrinsic workings of the
network, independent of any extra external inputs, such as those
from the thalamus. Thus, observed changes, in at least sensory
areas of cortex in response to transient inputs from the thalamus,
must take account of the resting-state activity. However, changes
that occur as a consequence of fluctuations in the intrinsic ac-
tivity of the cortex, as used for example to determine functional
connectivity through correlations, are unlikely to be subject to
such a consideration.

Materials and Methods
Cortical Models. Networks have been modeled in a variety of ways. In some,
cortical areas ormodules are treated as nodes, each consisting of a network of
synaptically coupled and interconnected excitatory and inhibitory neurons,
with these nodes joined by associational synaptic connections. The meso-
scopic dynamics of such networks have been examined when the activity of
the nodes is generated using mean field equation approximations (36, 37);
local dynamics in the nodes are then determined by voltage and ligand-
gated ion channels as well as the recurrent feedback connections between the
neurons (38). Others use Wilson–Cowan phase oscillating units for modules
generating oscillations in the gamma range (30–80 Hz), with these modules
then integrated into networks by means of intermodular connections.

We have used such networks in the present work. In these networks, the
modules, representing cortical areas, consist of relatively large numbers of
excitatory and inhibitory neurons (75% of the former and 25% of the latter,
in agreement with observations of ref. 39) with recurrent synaptic con-
nections. These synaptic connections were on average (±SD) as follows:
excitatory to excitatory, 14.1 ± 3.6; excitatory to inhibitory, 14.6 ± 3.17; in-
hibitory to excitatory, 5.12 ± 2.10. The ratio of excitatory-to-inhibitory
connections to the excitatory neurons was then 0.36. This ratio varies over
excitatory pyramidal neurons from 0.10 on distal dendrites to 0.98 on the
soma (40). The inhibitory connections on the soma are very powerful in
determining impulse initiation and propagation from the soma, so we set-
tled for an inhibitory-to-excitatory ratio of 0.36 on average. The strengths of
the inhibitory and excitatory connections are given in Table S1, providing an
excitatory-to-inhibitory ratio of strengths of 0.33. This may be compared
with that reported in the literature of from 0.5 (41) to 1.0 (42). Again, we
erred on the side of emphasizing the inhibitory strengths because of the
powerful inhibitory effects at the soma.

The neurons in the network also receive an external background input of
uncorrelated Poisson impulse trains, like those that cortical neurons receive
from the basal nucleus and intralaminar nuclei of the thalamus, togetherwith
intermodular excitatory synaptic connections (compare with the network in
ref. 18; see also ref. 7). In addition to the introduction of appropriate delays
on the intermodular synaptic connections, these were taken as capable of
modification by another source external to the modular network, one which
may be identified with the cholinergic projections to the cortex from the
basal nucleus of Meynert (7). It should be noted that, in networks that most
closely resemble the above, such as that of ref. 18, there are also separate
cholinergic inputs to the modules, but the principal actions of these inputs is
to inhibit the release of glutamate from the intermodular synaptic con-
nections and to reduce the impulse frequency adaptation in the neurons of
the modules. As the DMN is at present the resting-state network (RSN) of
greatest interest, particularly in the context of computational simulations
(see, e.g., ref. 43), we have concentrated our analysis on this RSN in some
aspects of the present work.

The patterns of impulse firing in the cortex are very irregular (44–46), with
some showing bursts followed by relatively silent periods of about 0.5 s (47)
as observed in the present simulations. The patterns of firing are determined
by the intrinsic properties of modular networks and the nature of the input
to the networks, which in the present case is a Poisson input to all of the
neurons, excitatory and inhibitory, in the network. Thus, although not
reported in detail here, other forms of input, such as a uniform distribution
rather than a Poisson distribution, might give rise to different patterns of
network firings. For the present purposes, this Poisson firing input to the
networks and of the networks themselves is a condition on the relationships
presented in SI Results.

The model uses networks of integrate-and-fire neurons. Fig. 1A depicts
a system of two interconnected modules, each containing an identical neu-
ral network. This network contains pools of excitatory neurons (red trian-
gles) and inhibitory neurons (green circles), synaptically connected within
and between pools (black arrows). The long arrows indicate connections
between the neurons in different modules, either excitatory to excitatory
(red arrows) or excitatory to inhibitory (green arrows); the strength of these

connections can be modified, for example by input from a basal nucleus or
thalamus, as shown.

Single Module.We first give the formalism for the network in a single isolated
module, following that of ref. 7, which in turn was based on refs. 48 and 49.

The membrane potential V of a single neuron is governed by the
following:

dV
dt

=−gLðV −VLÞ−gEðtÞðV −VEÞ−gIðtÞðV −VIÞ, [1]

where gL is the leak conductance, and gE(t) and gl(t) are the time-dependent
conductances arising from external inputs and from the network activity of
excitatory and inhibitory neurons. These conductances have been normal-
ized by the membrane potential and thus have the dimension of inverse
time. VL is the rest potential, and VE and VI are the excitatory and inhibitory
reversal potentials, respectively.

The membrane potential of a neuron evolves according to integrate-and-
fire dynamics. A spike is generated when V = VT; V is then reset to VR(<VT)
and held there for an absolute refractory period τref. The membrane po-
tential is normalized so that VT = 1 and VR = 0.

The network contains N neurons, of which NE are excitatory and NI are
inhibitory. The conductance change in a typical neuron due to excitatory
inputs is as follows:

gEðtÞ=g0
EðtÞ+

X
k

Ak

X
l

GE

�
t − tkl

�
, [2]

where g0
E is the contribution from external excitatory sources, Ak is the

connection strength from the kth excitatory neuron, and GEðt − tkl Þ describes
the effect of the postsynaptic current generated by an action potential in
neuron k at time tkl . This function is taken to have an α-like form:

GEðtÞ= 1
6τE

�
t
τE

�3
exp

�
−

t
τE

�
θðtÞ, [3]

where θ(t) = 1 for t > 0 and 0 otherwise; τE is the time constant for
excitatory neurons.

The sum Σk is over all neurons connected to the excitatory neuron under
consideration, and Σl is over all firings of neuron k up to time t. Similarly, the
conductance change in a typical neuron due to inhibitory inputs is as follows:

gIðtÞ=g0
I ðtÞ+

X
k

Bk

X
l

GI

�
t − tkl

�
, [4]

where Bk is the connection strength from the kth inhibitory neuron and GI(t)
is given by Eq. 3 with τE replaced by τI. The sums over k in Eqs. 2 and 4 are
over all neural connections; in the computations, a fraction F of all N neu-
rons are connected, with no distinction made between excitatory and
inhibitory neurons.

The time evolution of the network is initiated by trains of independent
but identically distributed Poisson inputs applied to each neuron. Parameters
Ak, Bk, and F, as well as the rate and strength of the Poisson input, are
chosen so that there is a low average firing rate (∼8 Hz) of all of the neurons
in the module.

System. The complete system consists of NM identical modules that are
interconnected by a limited number of synaptic connections originating
from single excitatory neurons and ending on either excitatory or inhibitory
neurons, both connected neurons being randomly selected from the ap-
propriate pool. For NI, NM = 8 and the intermodal connections were gen-
erated randomly (Fig. 1B), with the strength of each coupling given by the
same parameter values Ak as for the intramodal couplings. The number of
couplings was adjusted to obtain reasonable average firing rates for the
whole system. For NII, NM = 7 and the connections are based on physiological
data (Fig. 1C); to achieve reasonable firing rates, the connection strengths
were reduced to 45% of those in NI, with further decreases in the firing rates
possible by decreasing the Poisson input to the modules (Fig. S1C). As stated
in the legend to Fig. 1, “The number and diversity of the associational fibers
were chosen so as to reflect the reported weight of such connections be-
tween the modules of the DMN (see ref. 50, their figure 8 and associated
table; also figure 4 A and C in ref. 51).” Interestingly, this gives a maximum
variation of the activity between modules (2, 5) of 30%, which we wanted to
achieve given the maximum variation measured of 32% mentioned in the
Introduction. In addition, it gives a relatively small variation over all modules
of 16% (average ± SD of 16.4 ± 2.7 Hz), again approximating the goal of
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having only relatively small variations over most of the cortex. We have also
investigated networks with higher levels of connectivity and symmetry than
that given by NII (Fig. 2B), and these show as expected even smaller varia-
tions in activity from module to module of 8% (average ± SD of 20.01 ±
1.6 Hz; Fig. 2B).

A time delay td was imposed on the transmission between modules.
Simulation runs were generally of 300-s duration, using a time step of
0.01 ms and data sampling every 100 ms. In the cases where extra stimula-
tion was applied to a module, this was turned on at 25 ms and then alter-
nated 20 s on and 20 s off until the end of the run.
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